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ABSTRACT

This paper describes a robust feature descriptor called the local self-similarity frequency (LSSF) for the multispectral RGB-NIR feature matching, which uses frequency response of the local internal layout of self-similarities. A nonlinear relationship between multispectral image pairs makes conventional descriptors be sensitive to spectral deformation. To alleviate this problem, the LSSF employs a weighted correlation surface reducing the discrepancy between multispectral images. Furthermore, the LSSF provides a rotation invariance exploiting the frequency response of maximal values on log-polar bins based on the fact that a cyclic shift on the log-polar representation leads only a phase shift in a frequency domain. Experimental results show that LSSF outperforms state-of-the-art descriptors in terms of a recognition rate for multispectral RGB-NIR image pairs.
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1. INTRODUCTION

The multispectral imaging, e.g., the combination of color (RGB) and near-infrared (NIR), provides a rich representation from different sensors which cannot be acquired in mono-spectral sensors [1, 2, 3, 4]. Many computer vision tasks have been revisited to address conventional problems via the multispectral imaging, such as a scene categorization [1], an image segmentation [2], a color de-hazing [3], and a dark flash photography [4].

An image registration is one of the fundamental tasks for these applications. Since multispectral image pairs are in a nonlinear relationship due to different sensor specifications, finding the correspondence is a quite challenging problem. A robust feature descriptor is a key factor to address the multispectral correspondence problem. Although conventional descriptors based on the histogram of gradient orientations, such as scale invariant feature transform (SIFT) [5] and speeded-up robust features (SURF) [6], show a satisfactory performance for mono-spectral image pairs (e.g., RGB-RGB), they cannot describe the features for multispectral image pairs properly. Binary descriptors, such as binary robust independent elementary features (BRIEF) [7] and anisotropic binary feature transform (ABFT) [8], provided a low computation complexity while enforcing the robustness. However, these descriptors were not also tailored to the multispectral image matching, thus providing the limited performance.

A number of variants of SIFT were introduced to alleviate this problem. Firmenich et al. [9] proposed the gradient invariant SIFT (GDSIFT) for a RGB-NIR image registration. Yi et al. [10] proposed the gradient orientation modification SIFT (GOM-SIFT). However, since the gradient information are varied across different spectral images, such a variant also cannot perform well similar to the SIFT [11]. Discrete curve evolution (DCE) method proposed in [12] provides a satisfactory result for a planar scene. However, it cannot be perfectly adapted to non-planar scene.

Recently, the local self-similarity (LSS) descriptor was introduced in [13] and considered as an alternative descriptor for the multispectral image matching due to its robustness [14, 15]. The LSS describes a statistical co-occurrence of a small image patch in a larger surrounding image region capturing a locally internal geometric layout of self-similarities within an image region. In [14], the LSS was employed to find the correspondence of multispectral images. Torabi et al. [15] applied the LSS as a multispectral similarity metric, and showed the adequacy and strength for a human ROIs registration. However, the direct application of LSS to multispectral images leads to an inaccuracy matching due to a nonlinear relationship across different spectral images. Furthermore, the LSS is not robust to geometrical deformation such as a rotation.

This paper proposes a local self-similarity frequency (LSSF) descriptor for the multispectral RGB-NIR feature matching. The LSSF descriptor enables to reduce the discrepancy between RGB-NIR image pair using the weighted correlation surface. Exploiting the frequency component of maximal values on log-polar bins, LSSF descriptor provides the rotation invariance and improved robustness. In addition, non-informative descriptors are eliminated based the entropy of the LSSF descriptor to improve the matching performance. Experimental results show that the LSSF descriptor outperforms state-of-the-art descriptors in terms of a recognition rate for a multispectral (RGB-NIR) feature matching.

The remainder of this paper is organized as follows. Section 2 introduces a multispectral image acquisition model and the challenging problem of multispectral image matching. Section 3 describes the LSSF descriptor for the multispectral feature matching. Experimental results are given in Section 4. Finally, the conclusion is given in Section 5 with suggestions for future works.

2. RGB-NIR IMAGE ACQUISITION MODEL AND CHALLENGING SPECTRAL DEFORMATION PROBLEM

The CCD camera sensors are made of silicon sensitive to radiation from 350 to 1100 nm, and the 400-700 nm range is a visible band.
while the 700-1100 nm range belongs to a NIR band [16, 17]. For this reason, by preventing a NIR response with a specific infrared blocking filter, the image captured by the CCD camera can be modeled by the product of an illumination spectral distribution, a surface spectral reflectance, and a sensor sensitivity [18] as follows:

\[
I'(p) = \int E(p, \lambda)S(p, \lambda)Q_i(\lambda)F^{VIS}(\lambda)d\lambda, \tag{1}
\]

where \(i \in \{R, G, B\}\), \(I'(p)\) with a position \(p \in \mathbb{N}^2\) and \(\lambda\) denote RGB components and the wavelength of light, respectively. \(E(p, \lambda)\) is an illumination spectral distribution. \(S(p, \lambda)\) is a surface spectral reflectance, and \(Q_i(\lambda)\) is a sensor sensitivity of each color channel. \(F^{VIS}(\lambda)\) is a spectrum of a visible pass filter.

By replacing the infrared blocking filter by a piece of glass, a single NIR component is formed as

\[
I^{NIR}(p) = \sum_{i} \int E(p, \lambda)S(p, \lambda)Q_i(\lambda)F^{NIR}(\lambda)d\lambda, \tag{2}
\]

where \(F^{NIR}(\lambda)\) is a spectrum of a NIR pass filter. With the Planck’s law, Lambertian reflectance, and an assumption of narrow band sensitivity [19, 20], the image acquisition model for RGB and NIR images can be simplified as

\[
I'(p) = E(p, \lambda_i)S(p, \lambda_i)F^{VIS}(\lambda_i)v_i, \tag{3}
\]

where \(\lambda_i\) and \(v_i\) is a wavelength and scaling factor for each channel, respectively. In a similar way,

\[
I^{NIR}(p) = \sum_{i} E(p, \lambda_{NIR})S(p, \lambda_{NIR})F^{NIR}(\lambda_{NIR})v_i, \tag{4}
\]

The correlation surface in the LSS is computed by simple sum

\[
\Phi_p = \sum_{q \in \Omega_p} \omega(p, q)I'(q)/Z(p), \tag{5}
\]

where \(Z(p) = \sum_{q \in \Omega_p} \omega(p, q)I'(q)/Z(p)\) is a normalization factor and a weight \(\omega(p, q)\) between neighboring pixel \(q \in \Omega_p\) and center pixel \(p\) is computed as the product of two Gaussian functions of geometrical proximity and color similarity as in (6).

\[
\omega(p, q) = \exp(-||p - q||^2/\gamma_p) \exp(-||I'(p) - I'(q)||^2/\gamma_c), \tag{6}
\]

where \(\gamma_c\) and \(\gamma_0\) are variables used to normalize the color and spatial distances, respectively.

Under the assumption that \(E(p, \lambda)\), \(F'(\lambda)\), and \(v_i\) are nearly constant within local region, e.g., \(E(q, \lambda) \simeq E(p, \lambda)\), they are eliminated as follows:

\[
\rho'(p) = \frac{E(p, \lambda_i)S(p, \lambda_i)F(\lambda_i)v_i}{\sum_{q \in \Omega_p} \omega(p, q)E(q, \lambda_i)S(q, \lambda_i)F(\lambda_i)v_i/Z(p)} = \frac{E(p, \lambda_i)S(p, \lambda_i)F(\lambda_i)v_i}{\sum_{q \in \Omega_p} \omega(p, q)S(q, \lambda_i)/Z(p)} \tag{7}
\]

Then, in order to describe local internal layout for \(\Phi_p\), the LSSF descriptor builds a weighted correlation surface \(\Psi'(p, \hat{p})\) for \(\hat{p} \in \Omega_p\) defined as

\[
\Psi'(p, \hat{p}) = \exp(-\sum_{p \in \Phi_p, \hat{p} \in \Omega_p} ||\rho'(q) - \rho'(\hat{q})||^2), \tag{8}
\]

where \(\Omega_p\) is a same size of shifting window within \(\Omega_p\).

The correlation surface in the LSS is computed by simple sum
of squared difference (SSD) as $\sum_{q \in \Omega_p, \tilde{q} \in \Omega_p} ||I'(q) - I'(\tilde{q})||^2$. In contrast, the proposed weighted correlation surface $\Psi(p, \tilde{p})$ is computed from a weighted normalized intensity $\rho'(p)$. Thus, it provides a more robustness to a spectral deformation by eliminating some wavelength-dependent factors.

### 3.2. Frequency Description for Weighted Correlation Surface

Since the conventional LSS descriptor is described on a fixed local neighborhood, it is sensitive to a geometrical deformation such as rotation or viewpoint changes. Although an orientation assignment based on the gradient orientation histogram enables to provide the rotation invariance, it cannot be possible for multispectral RGB-NIR image pairs due to the gradient variation.

To alleviate these problems, the LSSF descriptor is built as frequency components for maximal values of a weighted correlation surface. The log-polar bins on $\Phi_p$ centered at $p$ are partitioned with angle $\varphi \in \{1, ..., N_\varphi\}$ and radius $\mu \in \{1, ..., N_\mu\}$ as follows:

$$\text{bin}_p(\varphi, \mu) = \{\tilde{p} \in \Omega_p, ||p - \tilde{p}|| = \mu, [\angle(p - \tilde{p})] = \varphi\},$$

(9)

where $\lceil \cdot \rceil$ is the rounding up and angle operator, respectively. Then, the maximal correlation value is selected within each log-polar bin as

$$M_p^i(k) = \max_{p \in \text{bin}_p(\varphi, \mu)} \Psi^i(p, \tilde{p}),$$

(10)

where $k = \varphi \cdot N_\varphi + \mu \in \{1, ..., N = N_\varphi \times N_\mu\}$ with an angle-oriented indexing. Inspired by [19, 20], the LSSF descriptor encodes a frequency response of maximal correlation values as a descriptor, based on the fact that a cyclic shift in a log-polar domain causes a phase shift in the frequency domain. Thus the LSSF response on log-polar coordinates do not induce the magnitude shift in frequency domain, which will be described in Section 3.2.1. The frequency response of the $M_p^i(k)$ can be computed by discrete fourier transform (DFT) [20] as follows:

$$\mathfrak{F}_p(n) = \sum_{k=0}^{N-1} M_p^i(k) \exp(-2\pi j nk/N).$$

(11)

In order to reduce a bias deformation on the correlation surface, e.g., $M_p^i(k) \leftarrow M_p^i(k) + \alpha$, the LSSF descriptor eliminates the zero frequency response to eliminate a DC component. Furthermore, in order to reduce a scaling deformation on the correlation surface, e.g., $M_p^i(k) \leftarrow \alpha \cdot M_p^i(k)$, the LSSF descriptor is normalized by the magnitude of a frequency domain with an energy. Finally, the LSSF descriptor is defined as follows:

$$\mathcal{LSSF}_p(n) = \frac{\mathfrak{F}_p(n)}{\sqrt{\sum_{n=1}^{N} \mathfrak{F}_p(n)\mathfrak{F}_p(n)}}.$$

(12)

where $\overline{\cdot}$ is a conjugate operator.

#### 3.2.1. Rotation invariance property of the LSSF descriptor

The rotation variation on log-polar bins provides the cyclic shift into the angle as follows:

$$M_p^i(k') = \max_{p \in \text{bin}_p(\varphi - \phi, \mu)} \Psi^i(p, \tilde{p}),$$

(13)

where $k' = (\varphi - \phi) \cdot N_\varphi + \mu$. Then

$$\mathfrak{F}_p(n') = \mathfrak{F}_p(n) \exp(-j2\pi N_\varphi \phi N_\mu/N).$$

(14)

The magnitude of this function as in the LSSF descriptor can be derived as

$$\mathfrak{F}_p(n') = \mathfrak{F}_p(n) \exp(-j2\pi N_\varphi \phi N_\mu/N)\mathfrak{F}_p(n) \exp(j2\pi N_\varphi \phi N_\mu/N) \mathfrak{F}_p(n).$$

(15)

(16)

It shows that the magnitude of the frequency function is invariant to cyclic shifts, thus providing a rotation invariance.

#### 3.3. Feature Refinements with the LSSF descriptor

In order to improve the matching performance, the non-informative features are eliminated from each set of descriptors. The non-informative feature contain a high self-similarity in their surrounding regions, e.g. homogeneous region, and does not contain any self-similarity, e.g. salient region [13]. These features can be eliminated by using the entropy of the LSSF descriptor. The non-informative features represent the low entropy of LSSF descriptors since LSSF descriptor encodes the frequency property of local internal layouts. The entropy of the LSSF descriptor is defined as

$$H_{LSSF}(p) = -\sum_{n=1}^{N} P(LSSF_p(n)) \times \log_2 P(LSSF_p(n)).$$

(16)

where $P(\cdot)$ is the probability mass function. $H_{LSSF}(p)$ encodes how much informative the descriptor of the pixel $p$ has. A feature whose descriptor entropy is below a specific threshold $\tau$ is eliminated to improve the matching performance.

#### 4. EXPERIMENTAL RESULTS AND DISCUSSION

In this section, the performance of the LSS descriptor for multispectral (RGB-NIR) image pairs was evaluated in feature matching, and compared with the state-of-the-art descriptors: SIFT [5], SURF [6], BRIEF [7], ABPT [10], and LSS [15]. The parameters of the LSSF descriptor were fixed such that size of $\Phi$: $40 \times 40$ (scale-normalized), size of $\Omega$: $5 \times 5$ (scale-normalized), $\gamma_p = 160$, $\gamma_c = 32$, and $N = 256$. For a visible image, the weighted correlation
surfaces were constructed by averaging R, G, B channels such that
\[ \Psi(p, \hat{p}) = \frac{1}{2} \sum_{i \in \{R, G, B\}} \Psi^i(p, \hat{p}). \]
The parameters of other methods follow to the original works. The experiments were conducted on Intel(R) Core(TM) i7-3770 CPU at 3.40 GHz. In order to focusing the performance of a feature descriptor, the feature detector was fixed to ABFT feature detector [10] providing the same keypoints. The recognition rate defined as the ratio of correct matched descriptors in [7] was employed to evaluate the performance of descriptors.

4.1. Performance evaluation for DIML Database

As shown in Fig. 4, the DIML database [21] consists of 4 image sequences of RGB-NIR image pairs, and each sequence has the different deformation conditions such as a scale, a rotation, a viewpoint, and a scale with rotation change. Note that the deformation degree was indexed from 1 to 5. Thus, it enables to evaluate the robustness of feature descriptors for the geometrical deformation. Fig. 5 shows the recognition rate of descriptors for the DIML database. LSSF descriptor outperforms other descriptors for all deformations. The SIFT or SURF descriptors show limited matching performance since these descriptors are computed based on the gradient orientation histogram. The BRIEF and ABFT show the relatively high recognition rate since they are based on the pixel intensity test instead of the gradients. However, they also provide poor results on regions which have an indistinct order of the pixels. The LSS descriptor is sensitive to image deformation such as a rotation or a viewpoint. In contrast, LSSF descriptor show the outstanding performance compared with other descriptors in most cases. Since the LSSF descriptor encodes frequency information for the local neighborhood, it provides the rotation invariance as shown in Fig. 5 (a), (d). Furthermore, the weighted correlation surface in the LSSF descriptor provides the robustness to the discrepancy between multispectral RGB-NIR image pairs.

4.2. Performance evaluation for EPFL Database

The EPFL database consists of 9 scene categories and each category has 99 multispectral image pairs [1]. These databases enable to evaluate the discriminant of descriptors with varying the type of multispectral scenes, such as country, field, indoor, mountain, old-building, street, urban, and water. The recognition rate for EPFL database was evaluated as shown in Fig. 6. Similar to the results of the DIML RGB-NIR databases, the SIFT and SURF descriptors based on the gradient information show some limitations. In addition, the BRIEF and ABFT descriptors also provide the limited performance due to nonlinear transformations between RGB-NIR image pairs. In contrast, the LSS and LSSF descriptor show the robustness compared to other descriptors, since they were designed to encode the geometrical layout instead of visual appearance. Compared to the LSS descriptor, the LSSF descriptor provides higher performance on the multispectral RGB-NIR image pairs.

5. CONCLUSION

The robust feature descriptor called LSSF has been proposed for multispectral RGB-NIR feature matching. The LSSF computes the weighted correlation surface to reduce the discrepancy between RGB-NIR image pair based on the multispectral image acquisition models, and localizes the maximal values within each log-polar bin. It exploits the frequency response of the maximal values to provide rotation invariance and improved discrimination. In addition, non-informative features was eliminated based on the entropy of LSSFs. Experimental results showed that the LSSF outperforms state-of-the-art descriptors for multispectral RGB-NIR feature matching.

We will apply the LSSF descriptor to address other cross-domain image matching, such as sketch-photo, paint-photo, and multimodal image pairs.
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